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Abstract This paper presents coprime-factorized model predictive control. The main
idea of the proposed approach is in process-output prediction based on a coprime-
factorized process model. The proposed approach provides a framework to design
the control for a wide range of processes such as: higher order, phase non-minimal,
unstable and also multivariable. In the paper the coprime-factorized predictive
design methodology was studied and implemented on unstable processes with a time-
delay which are very difficult to control. The proposed methodology leads to a simple
analytical control law, which results in much better performance than previously
known control methods.

Key words predictive control · unstable processes

1 Introduction

In recent years a lot of effort has been put into the control of unstable processes with
a time delay. This is due to the fact that a lot of processes, especially in the chemical
industry, are unstable, and it seems that the problem was not satisfactorily solved.
Research was focused on PID tuning rules, which provides acceptable performance
together with a simple structure. In [2] and [16] two different tuning methods
are proposed. However, they result in poor closed-loop performance, an excessive
overshot and a long settling time. A better approach was proposed by [13] and [7]
where they present improved PID controller tuning. The most promising results
using the PID structure were shown by [11] using an enhanced PID control strategy.
The PID parameters for this type of process are also tuned in the frequency domain,
as proposed by [14].
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Another way to approach the control of unstable processes with a time delay is the
internal model control (IMC) strategy [15], [5], [6]. The IMC approach can offer a
performance that is comparable to that using the enhanced PID control reported by
[12]. The weakness of this approach is the design, which is based on the choice of an
appropriate damping factor and a suitable settling time; this can only be done by trial
and error. The model predictive formulation for the control of open-loop unstable
processes has also been reported as an optimization control problem [10]. This could
be very time consuming and unusable in the case of unstable processes with a time
delay.

The main idea of the approach presented here is the prediction of the process
output, which is based on the coprime-factorized process model. The control algo-
rithm is called a coprime-factorized model predictive functional control (CFMPC).
This approach gives a framework for designing the control for a wide range of
different processes: unstable, phase non-minimal, processes of higher order and
multi-variable processes. The proposed control algorithm was implemented in the
case of unstable processes with a time delay, which are one of the most difficult
control problems. The problem of constraints is not discussed here. This problem can,
in the case of inner model-based approaches, be successfully solved by implementing
the constraints into the inner process model, which is part of the control algorithm.
To show the potential of the proposed approach, a comparison was made with the
results reported by [12], which seem to be the most promising known in the literature.
The approach presented here offers a very simple design, which results in higher
performance, as proposed by [12], especially in the case of reference tracking, and
very similar performance in the case of disturbance rejection.

The paper is organized in the following way: in Section 2 the coprime-factorized
model predictive control is introduced; in Section 3 the robust stability of CFMPC is
discussed; in Section 4 the simulation study is given, where the comparison with the
examples known from the literature [12] is presented.

2 Coprime-factorized Model Predictive Control

In this section the coprime-factorized model predictive functional control will be
introduced. Let as assume a single-input single-output process plant described in
z-domain as Gp(z). The plant model is defined as Gm(z), and the uncertainty between
the actual plant and the model is given by an additive unstructured uncertainty

Gp(z) = Gm(z) + �(z) (1)

The uncertainty �(z) is unknown but stable. Let us introduce the process model as
Gm(z) = G0

m(z)z−d, where G0
m(z) stands for the dynamical part of the model without

delay and z−d defines the pure time delay of the process model. The output of the
undelayed process model is denoted as y0

m(k) and the delayed process model output
is denoted as ym(k). The dynamical part of the process-model transfer function G0

m(z)

has, in general, r unstable poles and will be described by the following discrete-time
transfer function

G0
m(z) = B(z)

A−(z)A+(z)
(2)
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where A−(z) stands for a polynomial with stable poles and A+(z) stands for a
polynomial with r zeros outside the unit circle. It is denoted as

A+(z) = zr + a+
1 zr−1 + · · · + a+

r−1z + a+
r (3)

It is always possible to find the coprime factorization of certain transfer functions,
i.e., it is always possible to find two interconnected transfer functions with no unstable
pole-zero cancelation [4], [8]. This means that it is possible to factorize the unstable
part of the process transfer function to the feedback interconnection of two stable
systems, as given in Eq. 4.

1
A+(z)

= 1
A(z)

1

1 − B(z)

A(z)

(4)

where A(z) stands for a stable polynomial defined by the designer. The poles of the
polynomial

A(z) = zr + α1zr−1 + · · · + αr−1z + αr

affect the performance and the robustness of the control system. The nominator of
the feedback transfer function equals

B(z) = β1zr−1 + · · · + βr−1z + βr

where the coefficients of B(z) are calculated to fulfill Eq. 4. This means that the
coefficient of the polynomial B(z) should equal

βi = αi − a+
i , i = 1, . . . , r (5)

Figure 1 shows the coprime-factorization of the unstable transfer function G0
m(z)

(Eq. 2) of the process model. Using Eq. 2 and the proposed coprime-factorization,
y0

m is expressed in z-domain in the following way

y0
m(z) = B(z)

A−(z)A(z)
u(z) + B(z)

A(z)
y0

m(z) (6)

Assuming the ideal model of the process (y0
m = y0

p), Eq. 6 becomes as follows:

y0
m(z) = B(z)

A−(z)A(z)
u(z) + B(z)

A(z)
y0

p(z) (7)

where y0
p(k) stands for the undelayed process output, which cannot be measured

directly, but it can be estimated, using the delayed process model output ym(k) and
the undelayed process model output y0

m(k), as will be shown later. The transfer
functions B(z)

A−(z)A(z)
and B(z)

A(z)
will be further denoted as Gm1(z) and Gm2(z).

The prediction of the model output, which is necessary to obtain the predictive
control law, is calculated in the state-space domain. Under assumption of process

Fig. 1 Coprime factorization
of dynamical part (G0

m(z))
of the process model
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plant observability, both transfer functions, Gm1(z) and Gm2(z), can be transformed
in to the observable canonical state-space form (the detailed explanation is given
in Appendix). The relation between the transfer functions and the state-space
representation is the following:

Gmi(z) = Cmi

(
zI − Ami

)−1 Bmi , i = 1, 2 (8)

Each transfer function is, in state-space domain, presented by the triple Ami , Bmi and
Cmi , i = 1, 2, (Dmi = 0, i = 1, 2) where Cmi = [0 . . . 0 1] , i = 1, 2.

Eq. 7 is now written in the state-space as given next:

x0
m1

(k + 1) = Am1 x0
m1

(k) + Bm1 u(k), y0
m1

(k) = Cm1 x0
m1

x0
m2

(k + 1) = Am2 x0
m2

(k) + Bm2 y0
p(k), y0

m2
(k) = Cm2 x0

m2

y0
m(k) = y0

m1
(k) + y0

m2
(k) (9)

where y0
m1

(k) and y0
m2

(k) stand for the outputs of submodels transfer functions Gm1

and Gm2 and x0
m1

(k) and x0
m2

(k) stand for the submodels states.
The H-step-ahead prediction of undelayed process model in the state-space form

is, according to Eq. 9, written as follows:

y0
m(k + H) = y0

m1
(k + H) + y0

m2
(k + H)

y0
m1

(k + H) = Cm1

(
AH

m1
x0

m1
(k) + �Bm1 u(k)

)

y0
m2

(k + H) = Cm2

(
AH

m2
x0

m2
(k) + �1Bm2w(k) − �2Bm2 e(k)

)
(10)

where the matrices �, �1 and �2 are

� = (
AH

m1
− I1

) (
Am1 − I1

)−1

�1 = (
AH

m2
− I2

) (
Am2 − I2

)−1

�2 = (
AH

m2
− aH

r I2
) (

Am2 − arI2
)−1 (11)

and where I1 and I2 stand for unity matrices of an appropriate dimension. Eq. 10 is
obtained by assumption of a constant input variable in the whole prediction horizon
(u(k) = u(k + 1) = . . . = u(k + H − 1)), and assuming the exponentially decreasing
control error which can be defined by the following equation

y0
p(k + i) = w(k + i) − ai

re
0(k), i = 1, . . . , H

where e0(k) = w(k) − y0
p(k). The exponential factor ar (0 < ar < 1), which intro-

duces an exponentially decreasing estimated control error defines the behavior of
the closed-loop system, as follows from [17].

The main idea of the predictive functional control is given by the following
equation where the exponential decreasing of control error is introduced:

w(k + H) − y0
m(k + H) = aH

r ·
(
w(k) − y0

p(k)
)

(12)

where w(k) stands for the current reference signal, y0
p(k) is the undelayed process

output signal and y0
m(k + H) is the H-step-ahead prediction of the undelayed process

output.
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By introducing the model-based prediction of the output from Eqs. 10, 11 to 12,
the control law of the decomposed-model predictive control becomes

u(k) = g
(
w(k) − y0

p(k)
)

+ Km1 x0
m1

(k) + Km2 x0
m2

(k) + Kyp y0
p(k) (13)

and where

g0 = Cm1

(
AH

m1
− I1

) (
Am1 − I1

)−1 Bm1

g = g−1
0

(
1 − aH

r + Cm2 (�2 − �1) Bm2

)

Km1 = g−1
0 Cm1

(
I1 − AH

m1

)

Km2 = g−1
0 Cm2

(
I2 − AH

m2

)

Kyp = g−1
0 Cm2

(
I2 − AH

m2

) (
Am2 − I2

)−1 Bm2 (14)

The control law of CFMPC can be now written in a simplified form as

u(k) = g
(
w(k) − y0

p(k)
)

+ F(z)u(k) + H(z)y0
p(k) (15)

where

F(z) = Km1

(
zI1 − Am1

)−1 Bm1

H(z) = Km2

(
zI2 − Am2

)−1 Bm2 + Kyp (16)

The variable y0
p(k) cannot be measured, but it can be estimated from the available

signals of the process model and the current process output using a well-known Smith
predictor paradigm:

y0
p(k) = yp(k) − ym(k) + y0

m(k) (17)

The control scheme of CFMPC is presented in Fig. 2.
A very important feature of all control algorithms is their behavior at low

frequencies. The control algorithm should be able to suppress the control error in
the steady-state, i.e., the control law should have an integral nature. The control law
of CFMPC in the Z-domain is written as:

U(z) = (1 − F(z))−1
(

gE0(z) + H(z)Y0
p(z)

)
= Ge(z)E0(z) + Gyp(z)Y0

p(z) (18)

Fig. 2 The control scheme of CFMPC



242 J Intell Robot Syst (2007) 49:237–251

where Y0
p(z) and E0(z) stand for the Z-transforms of the estimated output variable

y0
p(k) and the undelayed control error e0(k), respectively.

To prove the integral nature we have to investigate the behavior of the control
law at low frequencies, i.e., we have to show that the transfer function between the
control error and the control variable (Ge(z)) has a pole at z = 1. By calculating the
denominator of the transfer functions Ge(z) in Eq. 18 at z = 1 and by taking into
account Eq. 14 and Eq. 16 the following is obtained:

1 − F(1) = 1 − g−1
0 Cm1

(
I − AH

m1

) (
I − Am1

)−1 Bm1 = 0 (19)

This means that

Ge(1) = g
1 − F(1)

→ ∞

and this proves that the control law of CFMPC is indeed integral in nature, i.e., yp

asymptotically tracks a step reference signal.

3 Robust Stability of CFMPC

The performance and robustness of model-based control schemes depend mainly
on the uncertainty between the model and the plant. In the case of a stabilization
problem, the most important factor is the robust stability of the closed-loop system.
One of the most important tools for investigating the stability of the system in
the presence of model-plant uncertainty is the norm-bounded small-gain theorem,
as discussed by [3]. The small-gain theorem provides a sufficient condition for the
stability of the control system. This means that a violation of the small-gain stability
criteria, even with an exact knowledge of the uncertainty, may or may not lead to
instability [1].

Additive perturbation, coprime-factor perturbation, multiplicative perturbation at
the control input and multiplicative perturbation at the control output, are the main
forms of unstructured uncertainties in linear systems. In fact all these uncertainties
can be presented by additive perturbations, as shown by [18].

Therefore, in our case the uncertainty between the actual plant Gp(z) and the
plant model Gm(z) will be described by an additive unstructured uncertainty

Gp(z) = Gm(z) + �(z) (20)

The structure of �(z) is unknown but stable, and it is an upper-bounded function in
the frequency domain

|�(e jωT)| < δ(ω), ∀ ωT ∈ [0, π ] (21)

where T stands for the sampling time. The upper bound δ(ω) can be approximated
from experiment. Taking into account Eq. 20 and Eq. 21 the family of plants Ga can
be described by

Ga = {Gp : |Gp(e jωT) − Gm(e jωT)| < δ(ω), ∀ ωT ∈ [0, π ]} (22)

In Fig. 2 the coprime-factorized model predictive control scheme is presented,
where � represents the additive unstructured uncertainty and g, F(z) and H(z) stand
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Fig. 3 The interconnection
structure

for the controller that stabilizes the nominal plant. The controller can also be denoted
by the triplet (g, F, H). A rearrangement of the system in Fig. 2, where all the
external inputs and outputs are neglected, results in a general M-� interconnection
structure (Fig. 3), as defined by [9]. The interconnection matrix M derived from Fig. 2
equals

M(z) = −g + H(z)

1 − F(z) − (−g + H(z)) Gm(z) − (
(1 − F(z)) Gm1 (z) + (−g + H(z)) Gm2 (z)

) (
1 − z−d

)

(23)

Lemma 1 (Robust stability and the robust-stability margin for additive perturba-
tion) Assuming that all plants Gp(z) in the family Ga defined in Eq. 22 have the same
number of unstable poles (outside the unity circle in the z-plane) and that the controller
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Fig. 4 Closed-loop responses of the output signal for a unit step change of the reference signal
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Fig. 5 Closed-loop responses of the output signal for a unit step input disturbance

(g, F, H) internally stabilizes the nominal plant Gm, then the system is robustly stable
if and only if

sup
ω

|M(e jωT)δ(ω)| < 1 (24)

If we define the upper robust-stability margin δ(ω) as

δ(ω) � 1
|M(e jωT)| , ωT ∈ [0, π ] (25)

then the system is robustly stable if and only if

|δ(ω)| < δ(ω), ∀ ωT ∈ [0, π ] (26)

Lemma 1 is the result of applying the small-gain theorem to the interconnection
structure from Fig. 3. Taking into account Lemma 1 and Eq. 23 the following theorem
for the robust stability of CFMPC is obtained.

Theorem 1 (Robust stability of CFMPC for additive perturbation) Assuming that all
plants Gp(z) in the family Ga

Ga = {Gp : |Gp(e jωT) − Gm(e jωT)| < δ(ω), ∀ ωT ∈ [0, π ]} (27)
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Fig. 6 Closed-loop responses of the output signal for a unit step change of the reference signal

have the same number of unstable poles (outside the unity circle in the z-plane) and
that the controller (g, F, H) internally stabilizes the nominal plant Gm, then the system
is robustly stable if and only if
∣
∣∣∣∣

−g + H(z)

1 − F(z) − (−g + H(z)) Gm(z) − (
(1 − F(z)) Gm1 (z) + (−g + H(z)) Gm2 (z)

) (
1 − e− jdωT

) δ(z)

∣
∣∣∣∣
< 1

(28)

where z = e jωT.

Remark 1 (Robust upper-stability margin of CFMPC for additive perturbation) The
robust upper-stability margin δa(ω) of CFMPC for additive unstructured perturba-
tions is defined as follows:

δ(ω) �
∣∣∣∣
∣
1 − F(z) − (−g + H(z)) Gm(z) − (

(1 − F(z)) Gm1 (z) + (−g + H(z)) Gm2 (z)
) (

1 − e− jdωT
)

−g + H(z)

∣∣∣∣
∣

ωT ∈ [0, π ]

(29)

where z = e jωT .
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Fig. 7 Closed-loop responses of the output signal for a unite step input disturbance

According to the robust upper-stability margin the system is robustly stable if and
only if

|δ(ω)| < δ(ω), ∀ ωT ∈ [0, π ] (30)

4 Simulation Study

In the simulation study the same test processes were used as those shown by [12],
where the enhanced PID control strategy is compared with the results of different
authors. This comparison shows that the enhanced PID control strategy [12] in two
different modifications, gives better results than the others. This was the reason to
make the comparison between the modified enhanced PID control and CFMPC for
the unstable processes with a time delay.

4.1 Example

The observed plant is written in the form of a discrete-time transfer function, as given
below:

Gp(z) = 0.01
z − 1.0025

z−200 (31)



J Intell Robot Syst (2007) 49:237–251 247

0 5 10 15 20 25 30 35 40 45 50
0

0.5

1

1.5

2

Time

P
ro

ce
s 

ou
tp

ut
 –

 y
p

0 5 10 15 20 25 30 35 40 45 50
–1

–0.5

0

0.5

1

Time

C
on

tr
ol

 s
ig

na
l –

 u CFMPC
Reduction method
Expansion method

Fig. 8 Closed-loop responses of the output signal for a unit step change of the reference signal

with the sampling time Ts = 0.01s. Assuming the perfect modeling of the process, i.e.,
Gm(z) = Gp(z) the control results using Park’s tuning methods and the proposed
CFMPC method are shown in Fig. 4, and in Fig. 5 where the proposed CFMPC
method is compared with Park’s method with the model reduction technique and
with the Taylor-series expansion. The comparison is made for the reference tracking
mode and the disturbance rejection mode with the same set of parameters. The
CFMPC tuning parameters are the following: the coincidence horizon is chosen to be
greater than the dead-time of the process model (H > d) H = 250, the time constant
of the reference model is ar = 0.9950 and the design polynomial A(z) = z − 0.9995,
i.e., α1 = 0.9995 which is chosen according to the robust-stability study of the closed-
loop system. The process model is factorized into coprime factors: Gm1(z) = 0.01

z−0.9995
and Gm2 = 0.003

z−0.9995 . The CFMPC controller is then given by: g = 0.3035, F(z) =
0.0005

z−0.9995 and H(z) = −0.3z+0.3
z−0.9995 . It can be seen that the results of CFMPC are much

better when compared to the results obtained by Park’s method in the case of
reference tracking, but the disturbance rejection results are very similar.

Let us now add to the plant given in Eq. 31 a parasitic stable pole, an uncertainty
in the time delay, an uncertainty at the unstable pole and an uncertainty in the plant
gain. The plant gain is higher than the model gain. The plant transfer function is then
the following

Gp(z) = (0.0001245z + 0.0001237)

z2 − 1.981z + 0.9805
z−200 (32)
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Fig. 9 Closed-loop responses of the output signal for a unite step input disturbance

The plant from Eq. 32 is by using Park’s identification method [12] modeled by the
model transfer function

Gm(z) = 0.01
z − 1.0025

z−210 (33)

The uncertainty between the plant in Eq. 32 and the model in Eq. 33 is denoted
as �1(z) and presented in Fig. 10 as |�1(e jωTs)|. In Fig. 10 we can seen that all
the observed algorithms result in robustly stable control for the proposed type of
uncertainty. The comparisons of all the control results are given in Fig. 6 and in Fig. 7.
It can be seen that the response of the CFMPC gives much better results, both in the
case of the reference tracking and also in the case of the disturbance rejection.

The same experiment was also done for the case when the plant gain is lower than
the model gain. The process transfer function is the following

Gp(z) = (0.0001076z + 0.0001069)

z2 − 1.981z + 0.9805
z−200 (34)

The uncertainty between the process and the model is denoted as �2(z), and is
presented in Fig. 10 as |�2(e jωTs)|. The comparisons of all the control results are
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Fig. 10 Comparison of robust stability for all three approaches

given in Fig. 8 and in Fig. 9. The reference tracking and the disturbance rejection in
the case of CFMPC is in this case even better, compared with the other two methods.
And in Fig. 10 the robust stability of the proposed control algorithm is shown for this
uncertainty. It can be seen that the proposed CFMPC control algorithm gives higher
robust-stability margin than those given in [12].

5 Conclusion

In this paper the coprime-factorized model predictive control is given for unstable
processes with a time delay. The proposed control approach is not limited to this
type of process, but it can be implemented on a wide range of different processes. The
main advantages of the proposed approach is the very simple design, which results
in better performance than obtained before. To show the potential of the proposed
approach, a comparison was made with some of the most promising results known
from the literature, and it can be concluded that by using this new approach, even
better performance can be obtained.
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Appendix

If the system given by the transfer function in Eq. 35, which describes the relation
between the input, U(z), and the output of the system, Y(z), is observable,

H(z) = Y(z)

U(z)
= b 1zn−1 + b 2zn−2 + · · · + b n

zn + a1zn−1 + · · · + an
(35)

then it can be transformed in to the observable canonical state-space form denoted
by the matrices triple A, B and C as follows:

x(k + 1) = Ax(k) + Bu(k)

y(k) = Cx (36)

where x(k) denotes the states of the system in the discrete-time domain, u(k) and
y(k) are the input and the output in discrete time and where

A =

⎡

⎢
⎢⎢⎢
⎢
⎣

0 0 · · · 0 −an

1 0 · · · 0 −an−1

0 1 · · · 0 −an−2
...

. . .
...

0 0 · · · 1 −a1

⎤

⎥
⎥⎥⎥
⎥
⎦

, B =

⎡

⎢
⎢⎢⎢
⎢
⎣

b n

b n−1

b n−2
...

b 1

⎤

⎥
⎥⎥⎥
⎥
⎦

, C = [
0 0 · · · 0 1

]
(37)

Using the state-space notation, the transfer function H(z) is given as

H(z) = C (zI − A)
−1 B (38)

where I stands for unity matrix of appropriate dimension.
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